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• We’re interested in ASIC for embedded molecular measurements

• We’re planning a RISC-V based SoC
– Rocket + HW accelerator for now

• Lots of Open Source stuff out there to help
– documentation might be good
– but we’re still having a hard time working through it

Sequencing with RISC-V

Nutshell
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Background

[©Oxford Nanopore Tech]

• There’s a “simple” way to measure some molecules

real-time DNA measurements

time

current

10 ms

100 pA
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• Getting and processing this current is difficult!

Sequencing with RISC-V

Sensing
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• Readout array
– 30 channel readout

• 10 KB/s per mm2 of chip area
• 0.5 mW per channel

– +500 channels / chip in industry
• 0.2 KB/s per mm2 of chip area
• 2 mW per channel

Sebastian: Mixed Signal DNA Detectors

Data & DNA
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Fig. 1. Basic multi-channel (a total of N channels) ROIC array arrangement.
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Fig. 2. Integrator switch matrix arrangement.

the multi-channel array shown in Fig. 1 (as we explore
more deeply below, there is more to this multi-channel
array than pictured in Fig. 1).

Probably the easiest link between the ROIC and DIF
to understand is the M -bit data link. It is via the data
link that samples measured by the sensor array, over N
channels, are sent to the DIF. But how is this connection
facilitated? A somewhat intricate control apparatus is
needed for this.

It all hinges on a timing reference of course and in
this system, as indicated, the DIF provides the reference
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Fig. 3. The ROIC-DIF interface.

clock signal, clk, off of which the ROIC can time
its activities. The clock from the DIF is used to drive
the ROIC incrementer, which is used as a reference
for a variety of timing actions in the system that are
instigated by the activation control block. Together, the
ROIC incrementer and activation control realize a timer.
The ROIC incrementer is not the ADC counter drawn in
Fig. 1.

The ROIC incrementer does not re-start on its own
after reaching its count limit; it is actually regulated by
the DIF which serves as the master to the sampling ROIC
slave. In particular the DIF keeps track of time via its
internal DIF timer block. This timer is geared to produce
a sync pulse every sampling period, Ts, that is sent to
the ROIC and re-sets the ROIC incrementer in order to
start a new sample gathering process in each channel
of the array (simultaneously). We will get back to this
ROIC/DIF interaction momentarily after briefly outlining
the ROIC’s data production process.

AFE
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Some Fun Details

[©Oxford Nanopore Tech]
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Small DNA Meters

90 grams

10 cm

[©Oxford Nanopore Tech]

• These sensors can be packaged in a small footprint
– ~500 channels per cm2
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• And they can measure a lot (per cm2 of sensor area)…
– ideally: ~0.25 human genomes /  hour 

• ~25,000 coronavirus genomes / hr
– realistically: ~2X slower
– 1 Watt
– $1k (not counting chemicals!)

• And you can scale them up…
– ~550X faster
– 2 kWatt
– $285k

Sequencing with RISC-V

Fast DNA Meters

59 cm

[©Oxford Nanopore Tech]

28,000 grams



Magierowski 8

• Generate ~ 10 GB / hour
– ~ 3 HD                          streams

• This is handled by an external
computer

– only analog and USB
comms in the box

• The computer isn’t there just to store the measurements
– it needs to compute

Sequencing with RISC-V

And They Produce Lots of Data

[©Oxford Nanopore Tech]
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• A bunch of signal processing needs
to be done on the measurements

• We want that in the box

Sequencing with RISC-V

Bioinformatics in the Box

[©Oxford Nanopore Tech]
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• Field genomics

• Pervasive sensing

• New IT tech

Sequencing with RISC-V

Broadened Applications

[©The Economist]

[©Wired]

[©Microsoft]
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• We want basecalling in the box
– current-to-text conversion

Sequencing with RISC-V

Basecalling in the Box

basecalling

×500

[©Oxford Nanopore Tech]
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• But real-time basecalling is very compute intensive
– HMM Basecallers

• ~ 70 GOPS 
– 60-70% accuracy

– DNN Basecallers
• ~ 250 GOPS

– 80-90% accuracy

– e.g. heard real-time basecalling
work ok on a $25,000 machine

• 24-core; 500-GB RAM

• And power hungry
– probably need ~2 kW to keep up with full-throttle MinION

• all 500 channels continuously working
Sequencing with RISC-V

Real-Time Basecalling

…

…

output
layer

hidden layer

hidden layer

input
layer

y(t)

x(t)

[©Oxford Nanopore Tech]
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for: L = 0 to # of channels ~ (1 – 103)
for: i = 0 to # of events/DNA strand ~(103 – 106)
for: j = 0 to # of states/model ~(102 – 104)
for: k = 0 to # transitions ~(4 – 102)
load T(k,j,L)
calc E(j,event(i))
calc P(k,j) = T×E
end
calc P(j) = max{P(k,j)}
end
calc max{P(j)}
end 
end

Basecalling Algorithm

Sequencing with RISC-V

measured data

30B iterations / sec. à 70 GOPS
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• Basecall in the cloud?

– comms isn’t cost/energy free

• how will you know what to send and what not to send?
– neither is the cloud

• $5/hr on AWS for real-time facilities
– ~$40/genome

• how many measurements before its better to
invest in an embedded computer?

Sequencing with RISC-V

Maybe just 5G or 6G It?
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FPGA

FPGA card

PC
mother-

board

• We think a basecaller ASIC has a lot of potential
– at least FPGA accelerators have looked pretty good

– 550X more energy
efficient than CPU-only
• 0.45 genomes / hour
• 250 MHz FPGA clock
• 6 W

Sequencing with RISC-V

FPGA Basecaller

CPU FPGA
data

result
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• We want the same in an ASIC
– HW accelerated RISC-V

Sequencing with RISC-V

RISC-V Basecaller

RISC-V Accel.
data

result

ASIC
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• RV64G ISA
– 64-bit
– integer multiplication and division
– single & double precision FP

• Open source Rocket
– from Chipyard

• Berkeley Arch. Research
– from Bespoke Silicon Group
– I$ 4 KiB; D$ 4 KiB

• 64 set, 4-way
• Technology

– FD-SOI GF 22-nm
– SSS (0.72 V) à 500 MHz
– FFF (0.88 V) à 950 MHz

Sequencing with RISC-V

Rocket

I$

D$

FPU
core

uncore

1.2 mm

BTBRISC-V So Far
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• Lots of open-source help to facilitate HW acceleration

Sequencing with RISC-V

Accelerating RISC-V

Rocket Accel.
data

result

RISC-V
Rocket
Core

BasecallerCommand
Queue

Response
QueueReq Resp Req Resp

L1 D$
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• RISC-V
– but also special instructions for core/rocket commands (RoCC)

• and means for accelerators to process those instructions

• Cache
– and means for the accelerator to talk to the cache

Sequencing with RISC-V

Open-Source Help

RISC-V
Rocket
Core

BasecallerCommand
Queue

Response
QueueReq Resp Req Resp

L1 D$

CS250 Lab Assignment 3 (Version 100913), Fall 2013 3

The RoCC Interface

In the Rocket coprocessor interface, the Rocket core processes custom Rocket Custom Coprocessor
(RoCC) instructions and passes requests to the accelerator. In this lab, you will not instantiate a full
Rocket core, but instead wrap your accelerator in an emulated RoCC interface. Your accelerator
will be responsible for handling three distinct coprocesor instructions: SETUP, ROWSUM, and
COLSUM.

RoCC Instructions

In general, 32-bit RoCC instructions extend the RISC-V ISA and are formatted as shown in Fig-
ure 2.

Figure 2: The RoCC instruction encoding.

The xs1, xs2, and xd bits control how the base integer registers are read and written by the
coprocessor instruction.

If xs1 is a 1, then the 64-bit value in the integer register specified by rs1 is passed to the coprocessor.
If the xs1 bit is clear, no value is passed over the RoCC interface. The xs2 bit similarly controls
whether a second integer register specified by rs2 is read and passed to the RoCC interface.

If the xd bit is a 1 and rd is not x0, the core will wait for a value to be returned by the coprocessor
over the RoCC interface after issuing the instruction to the coprocessor. The value is then written
to the integer register specifed by rd. If the xd is 0 or rd is x0, the core will not wait for a value
from the coprocessor.

In all cases, bits 31–7 of the instruction are also passed to the coprocessor for further decoding,
along with a 2-bit field indicating the major opcode (0/1/2/3). The coprocessor is responsible for
signalling illegal instructions back to the core. Note that only 2 bits of the opcode are passed to
the coprocessor, as five bits are required to define the instruction as a custom RoCC instruction.

RoCC Instructions for Matrix Sum

Your coprocessor will implement three distinct instructions: SETUP, ROWSUM, and COLSUM.

SETUP

The SETUP instruction defines the size of the (square) matrix that the accelerator will operate
on, as well as the memory location of the first element in the matrix. The SETUP instruction also
indicates that the accelerator should discard any state retained from previous matrix operations.

• opcode is set to 0 for all matrix sum instructions.
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• RISC-V Rocket acceleration scheme

Sequencing with RISC-V

Rocket Acceleration in a Bit More Detail
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• First (very rough) impressions look good
– at 500 MHz clock
– 50 mW
– 0.5 genomes / hour

• ~ 100X more energy efficient than FPGA-accelerated
– room for improvement?

• running at CPI ~ 3

Sequencing with RISC-V

Accelerated Performance
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• Open-source here too
– System Verilog communications blocks from BSG
– DDR source-synchronous communication off-chip

Sequencing with RISC-V

Rocket: Talking to the Outside World

Rocket
core Accel.

data

result

un-
core

mem-
ory

host

tunnel
comm
-link

ASIC

FSB



Magierowski 23

• Board designs available from Bespoke Silicon Group
– 400 Mbps data rates

FPGA Gateway and Bridge

L10: Reorder Buffer

Gateway board
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FMC
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